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ABSTRACT

The prevalence of myopia is rapidly increasing worldwide. Along with the deepening of myopia, there will be
various pathological changes of retina, such as choroidal atrophy, choroidal neovascularization, etc. In this
paper, a U-Net based deep network is proposed to automatically segment choroidal atrophy in fundus images.
We use U-Net as the main structure, which can learn rich hierarchical feature representations. In the decoder
path, Squeeze-and-Excitation (SE) block is employed before each deconvolution to adaptively recalibrate
channel feature response. We introduce deep-supervision mechanism and merge all the early prediction maps to
obtain final prediction map. To ensure the smoothness of segmentation results, we propose a new loss function,
which is termed EDT-auxiliary-loss (Euclidean distance transformation auxiliary loss). EDT-auxiliary-loss
consists of Dice loss for ground truth and mean square error (MSE) loss for distance map. Another strategy for
performance improvement is utilizing the information of optic disc (OD), which is usually adjacent to atrophy.
The proposed method was evaluated on ISBI 2019 Pathologic Myopia Challenge dataset, which consists of 400
fundus images from161 normal eyes, 26 high myopia eyes and 213 pathologic myopia eyes. The proposed
network was validated with four-fold cross validation. The experiment results show that the proposed method
can successfully segment choroidal atrophy and achieve better performance than traditional U-Net.

KEYWORDS: Choroidal atrophy segmentation, deep network, Squeeze-and-Excitation, deep-supervision,
EDT-auxiliary-loss

1. INTRODUCTION

Pathological myopia is a major cause of blindness around the world!?. The pathological fundus changes of
myopia patients are closely associated with their visual acuity. Choroidal atrophy® and parapapillary atrophy
(PPA) * are the earliest pathological changes of pathological myopia. Lu made use of dual-channel color
morphology and snake model to detect the boundaries of OD and PPA, which is based on visual appearance
and anatomical features’. This is the first method proposed for choroidal atrophy segmentation, but the
segmentation performance will be poor if the anatomical features are not obvious. H Li et al/ proposed a method
to segment PPA by using evenly-oriented radial line segments and ellipse fitting*. However, this method is not
effective when there are parapapillary hyperpigmentation or indistinct PPA boundaries. Septiarini et al
proposed a subsection-based PPA segmentation method, which utilized statistical characteristics and back
propagation neural network (BPNN) 6. To our best knowledge, there are no literatures about choroidal atrophy
segmentation in myopia fundus images.

The segmentation of myopia choroidal atrophy is challenging. High myopia and pathological myopia fundus
are usually tessellated, caused by the tessellated choroid vessels, as shown in Fig.1(b). This may lead to the

false positives. If the atrophy, which is adjacent to the optics disk (OD), is too severe that the sclera is exposed,
*Corresponding author: E-mail: xjchen@suda.edu.cn
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the boundaries between the atrophy and OD will be blurry and hard to identify. In severe cases, atrophy areas
are big enough to merge and change the morphology of fundus, as shown in Fig.1(c). Another factor that affects
segmentation performance is the various sizes and shapes of atrophy. In early stage, choroidal atrophy areas are
very small and even invisible, as shown in Fig.1(d).

In order to solve the mentioned difficulties, we propose a U-Net’ based deep neural network with
improvements by Squeeze-and-Excitation block (SE-block) ® and deep-supervision’. A new loss function,
combining Dice loss with mean square error (MSE) loss, is used to improve the smoothness of segmentation
results. To restrain the interference of OD, OD and choroidal atrophy are segmented simultaneously.

(b)

(d)
Fig.1 Examples of different kinds of fundus images. The region with green boundary represents choroidal atrophy. (a)
Normal fundus. (b)Tessellated fundus. (c¢) PM fundus with severe choroidal atrophy. (d) Fundus with choroidal atrophy in

early stage.

2. METHODS

2.1 Overall structure of the network

In recent years, deep networks based on U-Net have been widely used in medical image segmentation. U-Net
consists of encoder and decoder path. We use U-Net as the main structure of our network and improve its
decoder path. Fig.2 illustrates the overall structure of the proposed network. The encoder path contains five
double convolutions and four max-poolings. Successive encoding helps the network to abstract rich hierarchical
feature maps'®. In the decoder path, four deconvolution layers and three SE-blocks are employed in a cascaded
way to restore the resolution of the feature maps. One SE-block, which can make the feature maps more
effective, connects two deconvolution layers. Fig.3 depicts the structure of SE-block. Skip connections copy the
feature maps of encoder path and merge them with corresponding decoder feature maps.

Along with each decoder layer, there is an early prediction map. The proposed EDT-auxiliary-loss
(Euclidean distance transformation auxiliary loss) function is applied to each prediction map. As shown in Fig.4,
to calculate the EDT-auxiliary-loss, the dimension of prediction map is reduced by two parallel 1 X 1
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convolutions and two independent feature channels are generated. Then, softmax activation and sigmoid
activation are employed, respectively. After these operations, we not only obtain the multi-task segmentation
results that are pixel-wise predictions of OD and atrophy, but also obtain their respective prediction distance
maps. Final prediction map is the fusion result of the early prediction maps. The final choroidal atrophy
segmentation result is extracted from the multi-task segmentation result of the final prediction map.

Deep-supervision Fusion layer
Encoder Path Decoder Path +EDT-auxiliary-loss +EDT-auxiliary-loss
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Fig.3 Squeeze-and-Excitation block. Fig.4 Preparing for EDT-auxiliary-loss calculation.

2.2 EDT-auxiliary-loss function

Most of the deep networks derived from U-Net produce coarse and unsmooth segmentation results, which
may due to the drawbacks of architecture and the improper loss function''>. On one hand, the continuous
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down-samplings in the encoder path cause the loss of spatial information. On the other hand, Dice loss'?, the
common used loss function in medical image segmentation, doesn’t consider the spatial information. To
overcome this issue, EDT-auxiliary-loss function is proposed, which is a weighted sum of Dice loss for ground
truth and mean square error (MSE) loss for distance map. Distance map is a Euclidean distance transformation
(EDT) of ground truth. The pixels in distance map represent the proximity of the pixel to the mask boundary.
Specially, the pixels in mask corresponding region are set to 255. Hence, as shown in the low right corner of
Fig.4, distance map has smooth boundaries, which provide numerical continuity from foreground to
background and produce constrains for spatial information.
The EDT-auxiliary-loss can be expressed as,

L...=aL

dice

+ a2Lmse (1)

joint
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Where N is the number of pixels. K is the number of class. L, and L

2)

Ldice = 1 -

represent Dice loss and MSE

mse

loss, respectively. p, and g, . denote the prediction probability and ground truth for class k , respectively.
Dp,;and Dg, . denote prediction proximity and true proximity in distance maps for class & , respectively.

A, and @, denote the class weights. o, and «, are the scale factors. In experiments, we set K =2 for
OD and atrophy segmentation. We set ¢, =1/3 and ¢, =2/3 empirically. To highlight the importance of
atrophy segmentation, we set A, =@, =1/3 forODand J =@, =2/3 for atrophy.

The mask prediction and distance map prediction share the parameters of network. The segmentation task
pays more attention to smooth boundaries when extracting feature information. For false positives near the
foreground, the EDT-auxiliary-loss is relatively small. The EDT-auxiliary-loss can be applied to other medical
image segmentation task.

2.3 Improved Deep-supervision

Inspired by the side-output layer of M-Net!4, deep-supervision mechanism is introduced and improved in our
network (shown in the right side of Fig.2). Deep supervision mechanism is first proposed in Deeply-Supervised
Nets (DSN), which alleviates the problem of gradient vanishing and improves the discriminability of feature
maps. Specifically, the output of each decoder layer is up-sampled to original size of input image, and the
corresponding early prediction map is generated by 1 X 1 convolution. Different from M-Net, which directly
takes the average of all the side-output maps as final output, we merge all early prediction maps and produce
final prediction map by convolution. In other words, we introduce a fusion layer to achieve feature fusion for
decoder path. The proposed EDT-auxiliary-loss is applied to all prediction maps. The average of the losses is
back-propagated to the deep network.

3. RESULT

3.1 Dataset

The experimental fundus images are acquired from ISBI 2019 Pathologic Myopia Challenge, which contain
161 images from normal eyes, 26 images from high myopia eyes and 213 images from pathological myopia
eyes. Online data augmentation strategies are used during training, including random cropping, random rotation
and random horizontal flipping. The proposed method is evaluated with four-fold cross validation.
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3.2 Experimental settings

Our deep network is implemented with PyTorch. In the training, we employ stochastic gradient descent
(SGD) with momentum (momentum=0.9) as optimizer. Learning rate is initialized to 0.02 and updated with the
poly mechanism,

Ir =in_Ir(1-step/epoch)®’ 3)

Where in [r denotes initial learning rate. Sfep  represents the current training round. We set

epoch=100 , which is the total training rounds for one fold validation. In each epoch , the learning rate
decreases with the increase of Step .

We use a batch size of 4 and weight decay of 0.002. All input images are resized to 512X 512.

3.3 Evaluation metrics

To quantitatively evaluate the segmentation performance, we use three common segmentation evaluation
metrics: Dice similarity coefficient (DSC), Jaccard index (Jac) and Accuracy (Acc).

B 2TP
2TP+FP+FN (4)
P
ac=————
TP+ FP+FN (5)
com TP+TN
TP+FP+TN+FN (6)

Where TP, FP, TN and FN denote true positive, false positive, true negative and false negative, respectively.

3.4 Results

The comparison results between the proposed network and other networks are listed in Table 1. Paired
Wilcoxon signed-rank tests were used to compare the results of different networks. As shown in Table 1, the
performance of the proposed method is significantly improved than U-Net (with p-values <0.001 for DSC, Jac,
and Acc) and Multi-task U-Net (with p-values of 0.048 for DSC, 0.033 for Jac, and 0.01 for Acc). The
networks without EDT-auxiliary-loss function utilize Dice loss function.

To test the usefulness of deep-supervision and fusion layer, we chose Multi-task U-Net with
deep-supervision (denoted as DS for short) and Multi-task U-Net with DS and fusion layer for comparison. The
final result of Multi-task U-Net with DS is achieved by the average of local outputs. To test the usefulness of
our proposed EDT-auxiliary-loss, we chose Multi-task U-Net with EDT-auxiliary-loss for comparison. The
experiment results shown in Table 1 show the effectiveness of deep-supervision, fusion layer and
EDT-auxiliary-loss for Multi-task U-Net.

To further test the effectiveness of each component employed in our method, we built models by removing
every component or learning strategy from our method. As shown in Table 1, the proposed method has an
enhanced performance compared with any other models. It is interesting to note that proposed method degrades
without EDT-auxiliary-loss with a statistical significant margin (p-value<0.05), although the segmentation
performance of Multi-task U-Net with EDT-auxiliary-loss is not enhanced significantly. These comparison
results demonstrate the benefit of each component or learning strategy. Moreover, our method improves
segmentation performance with just a little increase in the size of network parameters.

Fig.5 shows some results of choroidal atrophy segmentation with different methods. The first row is normal
eye, the second row is high myopia eye, the third row is pathological myopia eye just with PPA and the fourth
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row is more serious case of pathological myopia. For U-Net, the segmented choroidal atrophy is smaller than
ground truth and the internal area of OD may be segmented as choroidal atrophy mistakenly. For multi-task
U-Net, the segmentation is rough and there are many spatially isolated segmentation errors. In comparison, the
results of our method are more consistent with ground truth.

Table 1 Comparison experiments and ablation experiments (w/o means without the following component).

DSC(%) Jac(%) Acc(%) Params
size(M)

U-Net 71.32+1.11*%**  63.96+£1.49****  97.76+0.26*"  29.63
Multi-task U-Net 74.65+0.78* 67.25+0.88* 97.85+0.29* 29.63
Multi-task U-Net with DS 74.9610.96 67.69+1.44* 97.93+0.20* 29.63
Multi-task U-Net with DS and fusion layer 75.20+0.49 68.07+0.38 97.99+0.27* 29.63
Multi-task U-Net with EDT-auxiliary-loss 75.43+0.71 68.26+0.80 97.91+0.23 29.63
Our method (w/o EDT-auxiliary-loss) 75.64+0.89%* 68.59+1.25%* 98.12+0.25* 29.68
Our method (w/o SE block) 75.63+0.71 68.29+0.75* 97.86+0.30* 29.64
Our method (w/o fusion layer) 76.57+0.61 69.49+0.87 98.18+0.28 29.68
Our method (w/o DS and fusion layer) 75.76+0.35 68.22+0.76* 98.10+0.29 29.67
Our method 76.62+0.89 69.58+0.55 98.19+0.30 29.68
*for p-value<0.05 (compared with our method) **for p-value<0.001(compared with our method)
*for p-value<0.05 (compared with Multi-task U-Net) “for p-value<0.001 (compared with Multi-task U-Net)

RIRIE
RS
©o|0|0

Origin U-Net Multi-task U-Net Our method

Fig.5 Examples of choroidal atrophy segmentation results. Green lines in the origin images indicate ground truth boundaries.
In the segmentation results images of different methods, green, red and yellow indicate FN, FP and TP, respectively.

Proc. of SPIE Vol. 11313 113131X-6

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 31 Mar 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



4. CONCLUSIONS

In this paper, we propose an improved deep network based on multi-task U-Net for choroidal atrophy
segmentation in myopia fundus images. The improvements of our proposed deep network include three aspects.
First, we improve U-Net to a multi-task segmentation network, which can segment OD and choroidal atrophy
simultaneously. To a certain degree, mask information of OD helps choroidal atrophy segmentation. Second,
we introduce deep-supervision mechanism and optimize it through fusion layer. Third, a new loss function
termed as EDT-auxiliary-loss is proposed to improve the smoothness of segmentation. The experiment results
demonstrate that our method is more effective than original U-Net.
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